
In Proc. 19th Int. Conf. on Computational Linguistics (COLING), 2002.Using Syntactic Analysis to Increase E�ciencyin Visualizing Text CollectionsJames Henderson and Paola Merlo and Ivan Petro� and Gerold SchneiderUniversity of Geneva, Geneva, SwitzerlandAbstractSelf-Organizing Maps (SOMs) are a goodmethod to cluster and visualize large collectionsof documents, but they are computationally ex-pensive. In this paper, we investigate linguis-tically motivated reductions on the usual bag-of-words representation, to improve e�ciency.We �nd that reducing the document representa-tion to heads of verb and noun phrases reducesthe heavy computational cost without degrad-ing the quality of the map, especially in com-bination with term reduction techniques. Moresevere reductions which focus on subject andobject nominal phrases are not advantageous.1 IntroductionThe recent considerable growth in the amountof easily available on-line text has attracted at-tention to the problem of obtaining readily us-able information out of a very large unstruc-tured collection of text documents. One stepto a solution of this problem is to organizethe documents into meaningful groups accord-ing to their content and to visualize the col-lection, providing an overview of the range ofdocuments and of their relationships, so thatthey can be browsed more easily (Kohonenet al., 2000; Rauber and Merkl, 1999). Self-Organizing Maps (SOMs) (Kohonen, 1984) arean unsupervised method for generating a 2-dimensional visual map of a document collec-tion. SOMs produce clusters of documents,which are positioned on the map such that sim-ilar clusters are next to each other. These clus-ters can then be labeled with their most im-portant topics, giving an overview of the majortopics covered in the document collection, andof their similarity to each other. Clustering thedocuments facilitates retrieval of the informa-tion that the user is looking for, while the spa-tial organization of the map supports the dis-covery of unlooked for, but related, pieces ofinformation, like in an ordinary library, wherebooks on similar topics are usually grouped in

the same section (Rauber and Merkl, 1999).The main advantages of using this methodto create a visualization of the documents isthat, compared to other methods, it is com-putationally feasible and it produces qualita-tively better maps. Moreover, SOMs can inte-grate new incoming documents without recom-puting the complete map every time (Kohonenet al., 2000). The main disadvantage in usingthis method is that, although feasible, it is com-putationally intensive. SOMs are a globally op-timizing algorithm, iteratively searching to op-timize a merit function de�ned over the entiremap. These methods, akin to k-means cluster-ing, achieve good performance, but can take along time to train. One of the main factors af-fecting the e�ciency of the algorithm is the sizeof the document representation.In this paper, we investigate variations on thebag-of-words document representation usuallyemployed in SOMs, in order to help reducing itssize with minimal loss of information. In partic-ular, we explore linguistically-motivated waysof selecting the most salient words in a docu-ment on the basis of a word's syntactic positionin its sentence. Compared to a bag-of-wordsbaseline model, we �nd that selecting the headsof noun and verb phrases yields a 19% reduc-tion in computation time, with no loss in thequality of the map. More drastic linguistically-based reduction techniques, aimed at selectingonly those terms that carry topic information,such as subjects, halve computation time, butreduce the quality of the maps signi�cantly. Wealso compare these methods for selecting theimportant word tokens in individual documentswith a simple method for selecting importantword types across documents, namely selectingonly the words with high document frequency.This frequency-based model produced a mapwhich was of almost as good quality as that ofthe head-based model. Combining head-basedword token selection with frequency-based wordtype selection produced a map with only slightly



worse quality, but a 48% reduction in computa-tion time over the bag-of-words baseline.2 Computational E�ciencyThe e�ciency of the SOM training algorithmdepends on the size of the document represen-tations used. Documents are represented by avector of values, as, for example, in the bag-of-words document representation, where each el-ement in the vector is associated with a speci�cword. The document collection can be repre-sented as a matrix, with each document's vec-tor forming a row of the matrix. SOM trainingtakes this matrix and iteratively searches for anoptimal 2-dimensional map of clusters, a processwhich typically requires hundreds of iterations.The time complexity of each iteration is:O( jCj2 � jT j + jCj � jV j )where jCj is the number of cluster positions inthe map, jT j is the number of di�erent wordsused in the representation of all the documents,and jV j is the number of values in the repre-sentation of all the documents. jCj can be keptfairly small (we use 32 map positions), but jT jcan be large (11,606 for our baseline model). jV jdepends on how we represent the set of docu-ments. If we represent the set of documents by afull document-by-word matrix, then the numberof values in this matrix jV 0j would be the num-ber of words jT j times the number of documents.This method would make jV 0j huge (131,878,978for our baseline model), and the computation ofthe SOM algorithm would be intractable. For-tunately, the document representation matrix isvery sparse (99.7% of elements are zeros in ourbaseline model). By using a sparse matrix en-coding of the document representation matrix,we can reduce jV j to just the total number ofnon-zero values in the matrix (525,074 in ourbaseline model), thereby making the computa-tion of the SOM algorithm tractable.Even when the sparseness of the document-by-word matrix is exploited, training times forSOMs can be long, days or even weeks. Inthis paper we investigate ways of speeding upthe training of SOMs by reducing the numberof non-zero values jV j in the document repre-sentations. A word's value in a document'srepresentation becomes non-zero when an in-stance of that word is found in the documentand counted. We investigate ways to choose

which instances of words can be ignored and notcounted, thereby reducing the number of non-zero values in the matrix. The di�culty withthis approach is that ignoring words also poten-tially reduces the amount of information repre-sented about the document, and thus could de-crease the quality of the visualization producedby the SOM algorithm. We address this trade-o� between e�ciency and quality by using asyntactic analysis of the text to select which in-stances of words in the document are importantfor the document's representation.Previous work on improving the speed ofSOM training has focused on reducing the num-ber of di�erent words used in the representationof documents jT j. One approach is to applySingular Value Decomposition to the documentmatrix, and only make use of the most impor-tant dimensions extracted. But this approachloses the sparseness of the document matrix,and the trade-o� of the number of dimensionsfor sparseness is not advantageous (Kohonen etal., 2000). Two previous approaches which donot lose the matrix sparseness are to clusterwords and use the clusters as the new smallerset of terms (Ritter and Kohonen, 1989), and toproject the document matrix into a new smallerset of terms which are a random projection ofthe old set of words, but which maintain sparse-ness (Kohonen et al., 2000). The latter methodin particular has had some success for very largedocument sets. Both these methods could beapplied after those discussed in this paper tofurther improve e�ciency.Our approach of reducing the number of non-zero values also has the e�ect of reducing thenumber of words jT j. Some words are never se-lected for inclusion in any document's represen-tation, and thus can be removed from the rep-resentation completely. However, this approachis still di�erent from term selection methods,where a given word type is selected based on itsdistribution across the documents in which itappears. Our method selects word tokens basedon the context in an individual document.3 Identifying Important WordsThe motivation behind using NLP techniques,in general, to select informative words in a textis that the importance of a word token dependson its type and on the speci�c linguistic con-text in which it appears. Syntactic analysis is



a computationally e�cient �rst step to identifywhich words bear contentful information in thedocument, under the assumption that there is aregular mapping between the content of a textand its syntactic structure. Because of currentNLP technology's limitations, we choose to usethose parts of a syntactic analysis that can beperformed accurately on a large scale. There-fore, we tag the words, extract heads of phrases,as the identi�cation of phrases is accurate, andidentify subjects and objects, a task that cantake advantage of the rather �xed word order ofEnglish, especially for subjects.We experiment with four models. For com-parison we also report results for a baselinemodel, which is a tagged lemmatized bag-of-word model. Model 1 reduces the documentrepresentation because only nouns and verbsthat are heads of phrases are kept, while func-tional words and modi�ers and words that arenot heads are discarded. We expect this bag-of-heads representation to still capture the denota-tional and predicative content of the document,but to be considerably smaller in size, becausethe descriptive and qualitative aspects of it arediscarded. Models 2, 3, and 4 explore increas-ingly drastic reductions to the set of words usedin the representation. These models are moti-vated by a salience hierarchy based on gram-matical function (Keenan and Comrie, 1977),which has been used successfully before for textsummarization (Boguraev and Kennedy, 1997).According to this hierarchy, subjects are moresalient than objects, which are more salient thanother noun phrases. Model 2 di�ers from Model1 in that nouns which are not in either sub-ject or object position are not included in thedocument representation. Model 3 reduces thedocument representation further by also remov-ing verbs, thereby representing a document as abag of noun heads in subject or object position.Model 4 applies the most severe reduction andrepresents documents as a bag of noun heads insubject position.From a linguistic point of view, our work issimilar to (Hatzivassiloglou et al., 2000), whoexplore the use of noun phrase heads and propernames to enrich the feature set input to a hier-archical clustering algorithm. They add thesefeatures to the bag-of-words document repre-sentation, with the expectation that it will fa-cilitate the algorithm in �nding relevant terms.

Their results are mixed: they �nd that the ad-ditional features improve overall clustering per-formance if used in combination with the initialwords, but they also �nd an unexpected neg-ative correlation between the head nouns andthe topic clusters, which requires further inves-tigation. Most other uses of NLP techniques indocument processing and in particular in infor-mation retrieval, have aimed at enriching thedocument representation or the set of indexingterms, with mixed results (Lewis and Sparck-Jones, 1996; Strzalkowski, 1999). Di�erentlyfrom these pieces of work, we pursue here an ap-plication more aimed at visualizing documentsthan at ranking them, where NLP is used to re-duce the complexity of the representation of thedocument, and to focus only on the importantwords for e�ciency reasons. Therefore, we donot enrich the baseline representation, but wesubstitute it with more compressed models.4 MethodologyOur data collection consists of the training por-tion of the Lewis Split of the Reuters-21578database, for a total of 13,625 documents, vary-ing from one sentence to several pages in length.The syntactic analysis was performed using theIPS system, a large-scale grammar-based parserthat outputs very richly annotated structures(Wehrli, 1997). We use only a small portion ofthis annotation in our document representationmodels.4.1 Implementing the ModelsThe baseline model is a tagged lemmatizedbag-of-words representation. It utilizes the partof speech tags output by the parser to disam-biguate word senses that can be detected byPOS tag alone. A small hand evaluation over882 words has revealed a tagging error of 6.3%.Model 1 is based on the full syntactic anal-ysis of the text produced by the IPS system.Speci�cally, we extract the head of all NPs andVPs in the document. Proper nouns are treatedas multi-head phrases: we keep all their com-ponent words, as they all equally contribute tothe meaning of the phrase. IPS hypothesizesproper nouns based on lexical information andon orthography and �lters out many incorrecthypotheses while parsing. A small hand evalua-tion on 721 heads (4 articles) yields 94.3% preci-sion and 98.1% recall for this step and 94% pre-



cision and 87.8% recall for recognition of propernouns, on a sample of 100 items.Models 2, 3, and 4 are also based on a fullparse. In a structure-based syntactic analysis,di�erent grammatical functions are de�ned bystructural positions. The subject is the nominalphrase attached directly under the main senten-tial node, while objects occur directly inside theverb phrase, as a sister to the verb. Since propernouns have been found to be particularly deci-sive topic indicators (Strzalkowski et al., 1995)we have again decided to include them disre-garding their grammatical function. A smallhand evaluation on 101 reported subjects (12articles) yields 51.4% precision and 62% recall.For 92 reported objects, it yields 47.8% preci-sion and 53% recall.4.2 Computing the Document VectorsAs is standard in Information Retrieval (Saltonand Buckley, 1988), each document is repre-sented by a vector of term frequencies, weightedwith inverse document frequency to re
ect theimportance of each term (called a t�df vector):v(d; t) = tf(d; t)� ln(jDj=df(t))where d is the document, t is the term (a taggedlemma in our case), tf(d; t) is the number ofterm instances in d which are t, jDj is thenumber of documents, and df(t) is the numberof documents which contain t. Terms from aspeci�c list of \stop words" (such as functionwords) are not included in the representation.Also, terms which occur in three or fewer docu-ments are removed from the document represen-tation, because these terms are too infrequentto have any impact on the results of the SOMalgorithm, and removing them greatly reducesthe total number of di�erent terms jT j (by 70%in the baseline model).4.3 Training the Self Organizing MapsGiven a set of document representation vectors,the SOM algorithm �nds a partitioning of thosedocuments into clusters and an assignment ofthese clusters to positions on a 2-dimensionalgrid. The range of documents in the collectioncan then be visualized by displaying the topicof each cluster on a 2-dimensional map, as il-lustrated in �gure 1. The algorithm searchesthe space of clusterings and the space of posi-tion assignments simultaneously, trying to �nd

a global optimum for two criteria. The �rst cri-terion is that clusters which are next to eachother on the map (called \neighbors") have sim-ilar documents. This property means that thetopics of clusters change continuously as onemoves across the map, making it easier for aviewer to understand the range of documentsin the collection than would be possible with anunstructured list of topics. The second criterionis that the documents within a given cluster aresimilar to each other. This property means thateach cluster has a coherent topic.More precisely, the SOM algorithm �nds a\center" vector for each position on the given2-dimensional grid. These center vectors spec-ify the partitioning of the documents into clus-ters; a document vector is assigned to the clus-ter whose center vector is the closest. The simi-larity between neighboring clusters on the mapis de�ned as the distance between their two cen-ter vectors, and the similarity between the doc-uments in a cluster is de�ned as the average dis-tance between a document vector and its centervector. Given an initial assignment of centersto map positions, the SOM algorithm iterativelyadjusts the values of the center vectors in searchof an assignment which optimizes both the cri-teria discussed above. 14.4 Producing the VisualizationsThe SOM's 2-dimensional grid of map positionslends itself naturally to a visual display, eachcluster being assigned a position on the displayaccording to its position in the grid. To sum-marize the topics of the documents in a cluster,we display a short list of the most importantterms for characterizing that cluster, as illus-trated in �gure 1. The importance of a term ismeasured as the average value of the term acrossthe document vectors in the cluster, minus theaverage value of the term across the documentvectors in non-neighboring clusters. The �rst1We used the \Batch-Map" (Kohonen et al., 2000)version of the SOM algorithm, with the cosine distancemeasure. The center vectors were initialized to pointson the most important plane found by Singular ValueDecomposition applied to the normalized document vec-tors, as recommended in (Kohonen et al., 2000). Thismethod means that we start with the best linear projec-tion onto a plane, and then allow non-linear optimiza-tion with the SOM algorithm. We chose the initial set ofcenters to re
ect the distribution of documents, unlikein (Kohonen et al., 2000).
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Figure 1: Labeled map for Model 1.component of this di�erence re
ects the impor-tance of the term within the cluster, and thesecond component re
ects the extent to whichthis term distinguishes the cluster from otherclusters. The neighboring cluster are excludedfrom this second component because we wantthe display to re
ect the similarities betweenneighboring clusters on the map. To re
ect therelative importance of the terms, we also displaythe value of the importance measure.25 Experimental EvaluationsTo measure the e�ects of the reduced repre-sentation models on the SOM algorithm, wetrained several SOMs and evaluated both theirtraining e�ciency and the quality of the re-sulting maps. Based on previous experiencewith the number of iterations required, for eachmodel we ran the algorithm described in sec-tion 4.3 for 200 iterations.5.1 E�ciency ComparisonsTo estimate the e�ects on computation timeof the di�erent models, we used a timing pro-gram to run the SOM implementation on eachmodel for ten iterations. As shown in theleft panel of table 1, all the models result insigni�cant speed-ups over the baseline model,particularly considering the long computation2We display the importance measure multiplied by100 and rounded to an integer. Only the lemmas, notthe tags, of each term are displayed.

times involved. These increases in speed aredirectly proportional to the reduction in docu-ment representation size. Speci�cally, the per-cent speedup lies between the reduction in thenumber of terms jT j and the reduction in thenumber of non-zero values jV j in the documentrepresentations, as expected according to thecomplexity analysis in section 2.5.2 Quality ComparisonsMeasuring the e�ect of our changes to the docu-ment representation on the quality of the mapsproduced by the SOM algorithm is a di�culttask. The SOM algorithm is an unsupervisedalgorithm, so there is no gold-standard to com-pare the results against. Since we are primarilyconcerned with achieving a reduction in the doc-ument representation, without degrading thequality of the map, our assumption will be thatthe best map is obtained by the richest repre-sentation, that is our baseline model, and wewill compare the other maps to this one. Themap produced by Model 1 is shown in �gure 1.First, we observe the similarity of the 4 mapsproduced by the reduced models compared tothe baseline map. We see that the quality of theModel 1 map is not degraded, as indicated bythe fact that almost all clusters in Model 1 havea correspondence in the baseline map. More-over, the labels suggest that they are fairly co-herent clusters. On the contrary, the maps pro-duced by Models 2 through 4 are not as similarto the baseline (with about a third of the clus-ters not having an obvious match in the baselinemap). The coherence of their clusters is alsoslightly worse.Second, we calculate several quantitative in-dices of the quality of the map, reported in theright panel of table 1. The �rst column (WCS)indicates the quality of the individual clusters.These �gures measure the extent to which themap satis�es the second criterion discussed insection 4.3, minimizing the average distance be-tween a document vector and its center vector.Because we are using cosine distance, the largerthe number the better.3 As can be seen, Model1 does not decrease in quality compared to thebaseline, while there is a progressive degrada-3We measured all the similarities in tables 1 and 2in the baseline space, thereby ensuring that they mea-sure properties of the clusters and not properties of thespaces.



Timing and Complexity (% of baseline) Measures of QualitySec/Iteration Number Terms Non-Zero Values WCS BNS RTR RTCSbaseline 59.338 11450 510586 0.342 0.305 72.6% 431Model 1 48.032 (19.1%) 9413 (17.8%) 401276 (21.4%) 0.339 0.326 74.0% 498Model 2 37.871 (36.2%) 7940 (30.7%) 295265 (42.2%) 0.327 0.401 68.4% 425Model 3 27.757 (53.2%) 6403 (44.1%) 190644 (62.7%) 0.316 0.423 64.2% 429Model 4 22.634 (61.9%) 5526 (51.7%) 139666 (72.6%) 0.308 0.384 60.0% 558Table 1: Comparison of the models. (WCS: Within Cluster Similarity, BNS: Between NeighborSimilarity, RTR: Reuters Topic Recall, RTCS: Reuters Topic Cluster Size.)tion from Models 2 to 4.The second column of quality measures(BNS) re
ects the quality of the positioning ofclusters on the map. These �gures measure theextent to which the map satis�es the �rst crite-rion discussed in section 4.3, minimizing the av-erage distance between the two center vectors ofneighboring clusters. Again, larger numbers arebetter. This measure of the quality of the topol-ogy of the maps shows no clear trend across thefour models, but all the reduced representationsdo better than the baseline.The average topic recall values (RTR) shownin the third column of quality measures com-pare our clustering to the original labels of topicin the Reuters collection. The Reuters cor-pus comes with a set of prede�ned topic la-bels. While it cannot be expected that anunsupervised clustering method would discoversuch prede�ned topics, these topics do give usan indication of which documents are consid-ered similar by human judges. We assume thatdocuments which are given the same topic la-bel should be considered similar. The SOMshould place similar documents close togetherin the map, preferably assigning them to thesame cluster. As a measure of how well theSOM does this for the topic classes, for eachtopic we �rst found the cluster with the largestnumber of the topic's documents, and then com-pared this number to the number of the topic'sdocuments in non-neighboring clusters, simplyignoring all the documents which are in neigh-boring clusters. Model 1 performs better thanthe baseline, while there is a progressive degra-dation from Models 2 to 4. Because this is arecall measure, it is possible to get 100% byputting all the documents in a single cluster.As a check that none of the models are maxi-mizing performance in this way, we also show

the average size of the chosen cluster for eachtopic. These �gures mostly con�rm the trendof the recall �gures, but indicates that the im-provement of Model 1 over the baseline may bethe result of choosing larger clusters.Taking these di�erent quality measures to-gether, we conclude that there is no loss inmap quality between the baseline model andModel 1, but there is a progressive loss in qual-ity when moving to Models 2 through 4. Inaddition, we note that the drop in quality fromModel 2 to Model 3 suggests that verbs are im-portant for text mining, contrary to the com-mon belief for information retrieval.6 Comparison with Term SelectionMethodsGiven the success of Model 1 at reducing thedocument representation without harming mapquality by a linguistically-based selection ofword tokens, we compare Model 1 to a meth-ods for selecting word types based on frequency.This frequency-based model is the same as thebaseline model except terms which occur in 42or fewer documents are removed. This thresh-old was chosen because it produces a documentrepresentation with the same number of non-zero values as Model 1, as shown in table 2. Thefrequency-based model is faster than Model 1,due to its fewer terms. As can be seen in table 2,its map quality is equivalent to that of the base-line model, and it is also equivalent to Model 1,except for a slight reduction in the quality ofthe topology of the map (BNS).These two methods for reducing the docu-ment representation size are very di�erent, andyet they result in roughly equivalent perfor-mance of the SOM algorithm. It is thus nat-ural to consider combining them. We deriveda new model by taking Model 1 and removing



Timing and Complexity (% of baseline) Measures of QualitySec/Iteration Number Terms Non-Zero Values WCS BNS RTR RTCSbaseline 59.338 11450 510586 0.342 0.305 72.6% 431Model 1 48.032 (19.1%) 9413 (17.8%) 401276 (21.4%) 0.339 0.326 74.0% 498frequency 37.377 (37.0%) 2083 (81.8%) 401461 (21.4%) 0.340 0.304 73.5% 475combined 30.642 (48.4%) 1772 (84.5%) 316145 (38.1%) 0.340 0.304 69.7% 431Table 2: Comparison of Model 1, frequency-based term selection and a combination of the twomodels. (WCS: Within Cluster Similarity, BNS: Between Neighbor Similarity, RTR: Reuters TopicRecall, RTCS: Reuters Topic Cluster Size.)all those terms which were not included in thefrequency-based model. This resulted in a muchsmaller document representation, and a compu-tation time which is almost half compared tothose of the baseline model, as indicated in thelast line of table 2. The quality of the map pro-duced from this model is also equivalent to thebaseline, except for some reduction in the corre-spondence between the clusters found and thosede�ned by the Reuters topics. This indicatesthat the combination of term selection meth-ods with linguistically-based word token selec-tion methods is an interesting direction for fu-ture investigation.7 ConclusionsThese experiments show that we can achievea signi�cant increase in e�ciency in visual-izing text collections, without degradation ofthe maps, by representing documents with theheads of the more important parts of speech(Model 1). This con�rms our initial intuitionthat denotational and predicative informationis su�cient to characterize a document. On theother hand, the degradation observed in modelsthat focus only on salient words (Models 2 to 4)indicates that the reductions in these models aretoo drastic. The comparison with a frequency-based model shows that the linguistically-basedtoken reduction results in maps of equivalentquality to those produced by a drastic docu-ment frequency cut-o�, and that a combinationof these two methods yields promising initial re-sults.AcknowledgmentsThis research was supported by the Swiss NSF, grant21-59416.99. Thanks to our colleagues, AbderrahimLabbi, Christian Pellegrini, and Eric Wehrli.
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