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Abstract. To improve the precision of an information retrieval system in a specific
domain we propose a new indexing scheme based on external knowledge resources
such as thesauri or ontologies. We introduce the notion of domain dimension, which
is a substructure of a knowledge resource, to formally represent the different as-
pects of a domain that appear in a document. Then, we identify dimensions in doc-
uments and queries using a conceptual indexing. The result of this indexing is a
representation of each document along its semantic dimensions. We also propose a
query processing based on multi-dimensional indexing. It is comprised of a dimen-
sional filtering followed by a dimensional ranking.
Experimental results on medical imaging documents (ImageCLEFmed-2005 col-
lection) show that the dimensional filtering, using three dimensions, can improves
the mean average precision by about 25%.

Keywords. Conceptual indexing, multi-dimensional analysis, external knowledge,
UMLS

Introduction

In specific domains such as medicine, the information retrieval task differs from general
case the vocabulary is precise and less ambiguous than in the general language. When a
user seeks information, he or she can express his information need using the specific tech-
nical vocabulary containing terms whose meaning is precise. To obtain precise answer
during the IR process, documents and queries should be interpreted by minimizing the
risk of error. In this paper, we investigate which effects can be achieved for precision of
information retrieval by integrating external knowledge although a large meta-thesaurus
to process medical queries.

In order to evaluate our approach, we carry out an empirical evaluation on the
ImageCLEFmed-2005 collection. This collection contains images annotated in three lan-
guages. The queries are composed of image-examples and a textual description explain-
ing the goal of research. The example shown in Figure is one of the 25 queries of the
CLEF Medical Image Retrieval Task [4]. In this query, it is clear for a human reader that
we are looking for images that contain two elements: one part of the anatomy, namely
femur, and one pathology, namely fracture. These two elements are semantically related.
The fracture is a pathology of a bone such as the femur. These two elements should be
described in images whose modality is x-ray. Thus, x-ray images that contain "a frac-



ture of a cranium" or "a femur without fracture" are supposed not relevant to this query.
Also, we suppose that images containing "a fracture of a femur" and whose modality is
not x-ray are not relevant to this query.

Figure 1. A query example extracted from the ImageCLEFmed-2005 base

Observing the set of queries in ImageCLEFmed-2005 collection, we have noticed a
regularity of this phenomenon. Indeed, almost all queries contain these three elements
(anatomy, pathology, and modality). Hence we call them the dimensions and we define
them as follow: "a dimension of a domain corresponds to a point of view according to
which one can see this domain. It is comprised of a part of the domain vocabulary and
has an internal semantic consistency".

We suppose that an author uses dimensions of his domain of interest to represent
the theme of his document1. We also suppose that a user uses dimensions of his do-
main interest to describe his information need. Hence, we make the assumption that a
relevant document to one query with dimensions is the one that fulfils correctly to these
dimensions.

In order to solve such multi-dimensional queries, we propose to take into account
this concept of dimensions during the information retrieval (IR) process. Existing IR ap-
proaches are based on statistical methods that use distributions of key-words to compute
the similarity between the query and the documents of the collection. These approaches
can not solve multi-dimensional queries because they do not take into account their di-
mensions. Indeed, these approaches consider documents and queries as bags of words.

To solve multi-dimensional queries, we propose to represent the semantic documents
(queries) content using their dimensions. For this reason, the dimensions should initially
be defined and then, identified in the documents and queries. The dimensions depend on
the organization of the studied domain. We suppose that external knowledge, described
through an external resource (linguistic: thesaurus or semantic: ontology), can define the
domain dimensions. The external resources contain concepts and semantic relations that
constitute the dimensions. Hence, the identification of the dimensions from documents
(queries) requires extracting concepts that describe them in documents (queries). This
can be done through a conceptual indexing using the selected external resource. Thus,
these are the main problems that we face:

• Choosing the external resource and defining the dimensions;
• Extracting the concepts from text to be indexed;
• Identifying the dimensions from documents and queries;
• Taking into account the dimensions during the indexing and querying processes.

1For instance, a doctor uses the dimensions anatomy, pathology, and modality to write a report corresponding
to a patient.



In the rest of this paper, we present some related works (cf. section 1). We define the
external resource and the dimensions in section 2. We introduce the document module
and the query module in sections 3 and 4 respectively. For the evaluation (cf. section 5),
we investigate the ImageCLEFmed-2005 collection. Finally, we conclude and present
our future works (cf. section 6).

1. Related works: external knowledge-based information retrieval

The idea of using external knowledge for IR has been largely explored but with rela-
tively little success. The principal proposals relate to the query expansion. For exam-
ple, Voorhees [19] who extends queries by using semantic lexical relations (WordNet
synsets). The major problem which is faced is related to the ambiguity (i.e. chose the
synsets that contain the correct meaning of the terms). Experimental evaluations did not
give good results even with manual disambiguation. Qiu and Frei [18] obtain better result
by choosing the concepts which are semantically related to the entire query rather than to
the individual terms of the query. In the same way, Baziz [6] studied the use of different
type of semantic relations for the query expansion. He proposed a technique that makes it
possible to choose "the best" concept to add during the expansion process. Based on this
technique, he proposed two expansion methods: (1) the "moderated expansion" which
consists to add, for each term of the query, only one concept by type of relation, (2)
the "careful expansion" that consists to add, for each query, only one concept by type
of relation. The experiments show that the careful expansion gives the best results. This
conclusion confirms that drawn by Qiu and Frei [18].

The external resources were also used for terms disambiguation. For example, Gon-
zalo et al. [13] studied the impact of the terms ambiguity based on manual disambigua-
tion and the introduction, voluntarily, of errors of disambiguation. They show as well
as the system functions better with conceptual indexing with less than 30% of disam-
biguation errors. Baziz et al. [5] propose a disambiguation technique and show that an
indexing based on a combination of concepts and words, improves the quality, contrary
to an indexing based only on concepts. The authors think that the failure is due to the
weak covering by the used resource (WordNet) on the vocabulary of the corpus.

In the medical domain, several works used the UMLS meta-thesaurus for the index-
ing of medical documents [14]. The benefit of such indexing is not very clear, and it is
sometimes, while combining once again, the conceptual indexing with the word-based
indexing that a small improvement can be obtained [2,3].

Concerning the concept of dimensions, Hyvönen et al. [15] have proposed an inter-
face for navigation in a base of images. The navigation is based on manually built on-
tologies. Each ontology describes one of the dimensions present in the base (ex. person,
event, etc). The interface thus makes it possible to carry out an access to the base ac-
cording to different dimensions. Each dimension corresponds to a point of view accord-
ing to which one can explore the base. In the same way, Aussenac-Gilles and Mothe [4]
proposed an ontology-based interface for navigation in a base of textual documents. The
authors assume that ontology is complex and makes the interface not easily usable. They
thus propose to divide ontology into different hierarchies; each one corresponds to one
of the dimensions present in the base (example of the astronomy domain: astronomical
objects, measuring instruments, observatories, etc). Hence, the multi-dimensional access
to the base is made through the defined hierarchies.



From the existing works, we can note that the use of external resources is a good
solution to have a precise representation of documents and queries. Indeed, the concep-
tual indexing combined with a word-based indexing allows the improvement of the an-
swers precision. Good results have also been obtained with the query expansion, which
represents a means for enhancing the recall. However, the conceptual indexing and the
query expansion are not sufficient to solve multi-dimensional queries. Indeed, in these
two cases, documents (queries) are considered as bags of concepts and dimensions are
thus ignored. We think, that in addition to the conceptual indexing, a transverse orga-
nization on the concepts is necessary to define dimensions and to organize research ac-
cording to these dimensions. Possible solutions of dimensions definition have been pro-
posed in [15,4]. However, in these works, there is no solution to solve multi-dimensional
queries. In the following sections, we present the use of an external resource for solving
multi-dimensional queries.

2. External knowledge-based dimensions definition

To be able to set up a conceptual indexing and handle dimensions, we need external
resources that must at least have a lexical structure (association between terms to con-
cepts), and a semantic structure (relationships between concepts, e.g. an is-a hierarchy).
Thesaurus or ontology, for example, can have these characteristics.

The formal model of an external resource S is a 5-tuple [C, ≤ c, R, T, F] where:

• C is a set of concepts {ci , . . . , cs};
• ≤ c is a partial order on C , called the concept hierarchy;
• R is a set of binary relations {R1, . . . , Rk} on C , where each Ri corresponds to a

semantic relation type (typical types are part-of, instance-of, consequence, etc.);
• T is the lexicon of the external resource. It consists of a set of terms {ti , . . . , tr };
• F ⊆ T × 2C is a function that associates each term to the set of concepts it

designates (if ti is polysemous F(ti ) has more that one element).

Then, we propose to define the dimensions relatively to one or several external re-
sources. A dimension Dimi is a substructure of the external resource S. For instance,
the pathology dimension of the medical domain is a substructure of the UMLS meta-
thesaurus. In some cases a dimension can be the whole external resource. Finally, we
define a domain as a set of dimensions.

It should be noted that it is illusory to think that a single hierarchical classification
can satisfies all the experts of a domain, because any classification presents the reality in
an always-debatable point of view. This is important because the use of a classification
for indexing means imposing a point of view on any user of an IRS. This is why we
use an external knowledge model that can be made of several, non-related, knowledge
resources. Thus the dimensions need not originate from the same knowledge resource.

In a practical perspective, our experiments have shown that it is relatively easy to
manually extract a dimension from a vast knowledge resource such as UMLS.

3. Document module

We propose to take into account the dimensions to represent the semantic content of the
document. Our idea is that a theme developed in a document D is described through a set



of dimensions of the domain to which D belongs. Each dimension is represented in the
document by a set of concepts, denoted by terms, and contributes to expose the theme
present in this document. Thus, we analyze documents at two levels:

• Dimensions: to identify the dimensions that describe the theme present in the
document;

• Concepts: to identify the concepts that describe each dimension.

Hence, the questions that we face are: How to identify concepts and dimensions from
the document? How to use concepts and dimensions to represent the semantic content of
the document?

In the following we assume that each document of the considered corpus belongs to
one domain and hence contains concepts from at least one dimension of its domain.

3.1. Conceptual indexing

Let us consider a document D = {t1, . . . , tn}, where the ti ’s are the terms occurring in
D. The conceptual indexing consists in selecting, relatively to the external resources,
a set of concepts that will represent this document. This step substitutes to each term,
one or more concept identifiers. The terms that are not associated to any concept in the
external knowledge resource are ignored. The resulting conceptual document Dc is a set
of concepts Dc = {c1, . . . , cm}, where each ci belongs to Fk(ti ) for some term ti and
some external resource Sk . At this stage, there is no attempt at disambiguating terms. A
term will be replaced by two or more concepts if it belongs to more than one resource or
if it is ambiguous.

3.2. Identification of the document dimensions

The identification of document dimensions consists in distributing each concept c j of
Dc in one sub document di depending on its belonging to the dimension Dimi . Finally,
the document is represented as follow: Ddim = {d1, . . . , dm}, where m is the number of
dimensions occurring in Dc, di = {ci

1, . . . , ci
k(i)} is the sub document corresponding to

the dimensions Dimi , ci
k(i) is a concept belonging to the dimension Dimi , and k(i) is

the number of concepts in the document dimension di . The set of document dimensions
pertaining to the dimension Dimi is denoted by Dimd

i .

3.3. Multi-dimensional indexing

We suppose that a document dimension di can be an answer unit to a query that asks
only the dimension Dimi . Thus, we consider di as an independent document. In or-
der to query each document dimension, we index it using the Vector Space Model
(VSM) [20]. The document dimension di is hence represented by a vector of concepts−→di = (wc1, . . . , wck), where each wcj is the weight of the concept c j in di . It corre-
sponds to the importance of the concept c j in the document dimension di . The impor-
tance of a concept depends on its frequency in the document dimension, and on its re-
lations with the other concepts of the same document dimension. We suppose that the
more frequent the concept in the document dimension, the more important it is. We also
suppose that the more semantic relations the concept has with other concepts of the doc-



ument dimension, the more importance it has. Thus, wcj is calculated by taking into ac-
count the normalized frequency F(c j ) in the document dimension di (see formula 1),
and the cumulative semantic similarity of the concept with the other concepts in the same
document dimension.

F(c j ) = Freq(c j )

maxx=1..n(Freq(cx ))
(1)

• Freq(c j ): the absolute frequency of c j in a document dimension;
• n: the number of all different concepts occurring in Dimd

i ;
• maxx=1..n(.): the maximum value of a concept frequency in a document dimen-

sion.

The cumulative semantic similarity is based on the semantic similarity between two
concepts. There are many ways to define semantic similarities in ontologies or thesauri.
In our context, we use the similarity measure defined by [21] which has been tested in
[12] and gave good results. It is based on the hierarchical position of the least common
subsumer of two concepts.

The cumulative semantic similarity, noted ŝim(c j ), is the sum of all the semantic
similarities calculated between c j and all the other concepts included in the studied doc-
ument dimension di . The measure is shown in formula 2, where sim(c j , cp) is the se-
mantic similarity calculated between c j and cp.

ŝim(c j ) =
∑

cp∈di \{c j }
sim(c j , cp) (2)

Finally, the weight wcj is a linear combination of the weighted normalised frequency
and the cumulative semantic similarity of c j (cf. formula 3).

wcj = aF(c j ) + bŝim(c j )

a + b
(3)

Where a and b are two constants that indicate the relative importance of the fre-
quency and the semantic cumulative similarity.

4. Query module

We propose to take into account the dimensions to interpret the user information need
from his query. Our idea is that each user describes his information need through a set
of dimensions of his interest domain. Each dimension is represented by a set of concepts
and contributes to detail the idea expressed by the user. Thus, these are the questions that
we face: How to identify concepts and dimensions from the query? How to use concepts
and dimensions to represent the semantic content of the query?

Let us represent a query Q = {t1, . . . , tn}, where each t j is a term occurring in Q.
For the identification of concepts and dimensions from the query, we use the principle
presented in the document module (Section 3). After the conceptual indexing and the
dimension identification, a query is represented as follows: Qdim = {q1, . . . , qm}, where
each qi = {ci

1, . . . , ci
k(i)} is the sub query corresponding to the dimension Dimi and m



is the number of dimensions occurring in Qc. The elements of qi are the concepts of Qc
that belong to Dimi . Each qi is thus a conceptual representation of an aspect of the query.

Our main hypothesis is that a document is relevant for a query if it is relevant for
each dimension of this query. Thus, to solve multi-dimensional query, we propose to
use its dimensions to filter the documents during the querying process. The relevance
of a document D with respect to a query Q is hence given by a combination of two
techniques:

• Filtering selects documents that contain the query dimensions;
• Ranking ranks the filtered documents depending on their relevance to the query.

4.1. Dimensional filtering

One simple way to carry out the filtering is to use the Boolean operators (AND / OR) on
the query dimensions. We think that this way can be a constraint for the user, especially
when he has doubts, uncertainty, or has some priorities on dimensions of his query. Thus,
we propose to use some criterions on the query dimensions in order to have more preci-
sion on the user need. Three criterions are thus proposed: "obligatory", "optionally", and
"priority".

One dimension marked obligatory in a query must appear in the retrieved docu-
ments, while an optional dimension can appear or not. These criterions can surpass the
limits of using the AND/OR operators [16]. It is possible that the user can not use these
two criterions but in contrary, has some priorities on dimensions of his query. Thus we
propose to use the criterion of priority allowing the user to give a priority value between
1 and m, where m is the number of all dimensions present in the query. Hence, a di-
mension having a priority j must appear in the retrieved documents, else, the dimension
having a priority j + 1 must appear in the retrieved documents.

Finally, for each query dimension qi , a criterion is added. The query dimension is
thus represented as follow: qi(cri terion), where criterion can be "obligatory", "optionally"
or "priority=value".

The dimensional filtering consists to conserve only documents that respect the cri-
terions added to the query dimensions. For example, for a query Q containing three di-
mensions, the sub queries Q1, Q2, and Q3 are constructed. If the user decides that di-
mensions 1 and 2 are obligatory, and dimension 3 is optionally, we obtain a query rep-
resented as follow: Q = {Q1(obligatory), Q2(obligatory), Q3(optionally)}. This implies that
a relevant document must contain the dimensions 1 and 2, and eventually, the dimen-
sion 3. Thus, we filter the document collection and we obtain a non-ranked document
set D f that respects the prcised criterions. In order to return, for each query, one ranked
document list we use a second technique that we describe in the next section.

4.2. Ranking technique

We rank the documents set D f in order of relevance by using the VSM. We notice that
a document is represented by a set of document dimensions, each one described by a set
of concepts. Thus, to evaluate the relevance of a document D to a query Q, we compute
the similarity Sim(D, Q) between them by taking into account the similarity between
all the dimensions that they share (cf. formula 5).



Sim(D, Q) = 1
m

∑

i∈[1,m]

Simdim(di , qi ) (4)

• Simdim(di , qi ) ∈ [0, 1]: the similarity between a query dimension qi and a docu-
ment dimension di . It is computed by the cosine of the angle between the vectors−→di and −→qi representing respectively di and qi . This similarity is equal to 1 if qi
and di share the same concepts, and 0 if they do not share any concept;

• m: the number of dimensions in Q.

5. Experimental evaluation

The goal of our experiments is to evaluate the impact of taking into account dimensions
on the mean average precision (MAP) of the IRS. We also evaluate the impact of using
the criterions on the query dimensions. In the current experience, we do not set up the
multi-dimensional indexing. We only set up the multi-dimensional querying. The eval-
uation consists to compare the result obtained by our approach to those obtained by the
VSM.

5.1. The corpus and the external resource

As part of the Cross Language Evaluation Forum (CLEF), the ImageCLEF-2005 track
[11] that promotes cross language image retrieval has a Medical Image Retrieval
(MedIR) task in 2005. The test collection ImageCLEFmed-2005 contains 50,026 images
with annotations in XML format. The majority of the annotations are in English but a
significant number is also in French and German, with a few cases that do not contain
any annotation at all. The 25 queries of the ImageCLEFmed-2005 base have been for-
mulated with example images and short textual descriptions. For the current experience,
we used only the English part of he ImageCLEF-2005 collection.

We used the UMLS (Unified Medical Language System) both as an external resource
for conceptual indexing, and also as a reference to define dimensions. UMLS, a medical
meta-thesaurus, is the result of fusion of many resources (thesaurus). UMLS contains 170
relation types between its concepts. All its concepts are organised, through a hierarchy,
in 135 categories called "semantic types" and forming the semantic network. We use this
structure to define the dimensions in the medical domain. For the indexing, we used the
XIOTA experimental system [9].

5.2. Conceptual indexing

The conceptual indexing is a mean to take into account the dimensions during the IR
process. As detailed in our previous work, this process is very difficult to set up [17].
Indeed, we made the hypothesis that only terms present in UMLS and retrieved, with
lexical variation in medical text, make it possible to identify one concept2. To associate
a term to a corresponding concept, we tested some techniques taking into account the
size of each term. In order to reduce terms ambiguity and consequently improve the
mapping, we carried out some filtering on document text and/or on the meta-thesaurus

2This hypothesis is restrictive because the terminology of UMLS does not cover all possible textual forms.



Table 1. Results using dimensions filtering and criterion on dimensions

LTC DFR
MAP % MAP %

H1 0.222 +4.47% 0.2606 +2.71%
H2 0.2158 +1.55% 0.249 -1.88%
H3 0.2253 +6.02% 0.2606 +2.71%
H4 0.2279 +7.24% 0.27 +6.42%
H5 0.2655 +24.94% 0.2897 +14.89%

(e.g. eliminate some specific thesaurus from UMLS (those that are not relevant for our
task).

For indexing, we use two weighting schemes: LTC and DFR [1]. Based on concep-
tual indexing, these two schemes give respectively a Mean Average Precision (MAP) of
0.2125 and 0.2537. In the following sections, these two results are called the baseline.

Results show that concept’s extraction based on all terms independently of their size
give better results than matching based of longer terms. Indeed, the extraction based only
on longer terms is very precise, but also gives a lower recall. We also notice that filtering
techniques can improve result and surpass those obtained during word-based indexing.
Indeed, these filtering reduce ambiguity during the concept-term matching. Finally, de-
spite the incomplete concept extraction, concept-based indexing allows to surpass the
word-based indexing [17].

5.3. Multi-dimension filtering

In the ImageCLEFmed-2005 base, we have noticed, from the queries, the presence
of three dimensions: Anatomy, Pathology, and Modality. We defined these dimensions
through the semantic network of UMLS. The following semantic types of UMLS define
them respectively:

• Anatomy: "Anatomical Structure", "Body System", "Body space or Junction",
"Body Location or Region";

• Pathology: "Disease or Syndrome", "Finding", "Injury or Poisoning";
• Modality: "Diagnostic Procedure", "Manufactured Object".

In order to evaluate the impact of taking into account dimensions, we compare the
results obtained here with the baseline. To carry out the filtering by dimensions, we
have made five implicit hypotheses using different criterions on the query dimensions.
Obtained results are presented in Table 1 where rows correspond to the hypotheses, and
values correspond to the results and their variation rates compared to the baseline. Here
we present the hypotheses.

H1: Relevant documents include all the three query dimensions (if they exist in the
query). In this case, the request is presented as follows: Q = {Anatomy(obligatory),
Pathology(obligatory), Modali t y(obligatory)}. This hypothesis improves the result
both for LTC and DFR. By observing the documents of the collection, we noticed
that the modality dimension is not clearly stated in the documents. Indeed, the re-
ports generally described a lesion on a part of the body and information on the type
of image is often implicit. For this reason, we prefer the following hypothesis:



H2: Relevant documents include at least one of the three query dimensions (if they exist).
This hypothesis improves the result for LTC, but causes a slight decrease of the
result for the DFR.

H3: Relevant documents contain the anatomy dimension present in the query. By forc-
ing only the "anatomy" dimension, we obtain a better result (+6.02%) in LTC and
(+2.71%) DFR. We think that the result is better when we force any dimension
and it seems that the dimensions are not equivalent. The anatomy is probably im-
portant because it is discriminating and non ambiguous, while pathology is more
ambiguous (e.g. fracture of a cranium, fracture of a finger, etc.). Thus, we prefer
the following hypotheses:

H4: Relevant documents contain the anatomy, or else the pathology, or else the modal-
ity. In this case, the request is represented as follow: Q = {Anatomy(priori t y=1),
Pathology(priori t y=2), Modali t y(priori t y=3)}. This hypothesis proposes an im-
portance order on dimensions. We still obtain an increase in performance. Finally,
and as the modality is not always present in documents, we propose the following
hypothesis:

H5: Relevant documents contain the anatomy and the pathology dimensions. Thus, we
obtain our best result: +24.94% (LTC) and +14.89% (DFR).

The efficiency difference between the dimensions can be explained by the fact that
our technique of dimensions identification is not reliable3. Results show that taking into
account query dimensions can enhance average precision. Actually, our approach allows
to structure query, and thus precise it. Result obtained after the filtering by dimensions is
complementary to results obtained by conceptual indexing. Indeed, the conceptual rep-
resentation makes it possible to identify the query dimensions. The multi-dimensional
filtering is a way to surpass the limits of the VSM that does not take into account rela-
tions between concepts of each vector and thus ignores the semantic content of docu-
ment/query.

6. Conclusion and future work

In this paper, we proposed a new approach to solve multi-dimensional queries. First,
we defined domain dimensions through external resources. Then, using a conceptual
indexing and based on the defined domain dimensions, we identified dimensions from
documents and queries in order to represent their semantic content. Thus, we proposed a
new indexing language that takes into account the dimensions for better interpreting and
representing the semantic document content. We also proposed a new query language
that takes into account the dimensions for a better interpretation of the user needs and to
represent the semantic content of a query.

Through an experimental evaluation on the ImageCLEFmed-2005 collection, we
evaluated the filtering part of our approach. We set up the query module and show that
our approach leads to an improvement of the mean precision by about 25%.

The results obtained so far encourage us to explore further the multi-dimensional
approach. In the near future, we will implement a testing framework to conduct experi-

3We should verify manually the extraction and estimate a percentage of reliability.



ments on the entire approach. We will also study how our approach can be generalized
to corpuses covering several domains. For this purpose we will introduce a notion of
dimension relevance to evaluate how well a dimension describes the content of a docu-
ment.
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